# 자율적 가설 검증 및 논문 생성 에이전트 시스템: 독창성 평가와 다중 모달 가상 실험을 위한 아키텍처 및 구현 심층 보고서

## 1. 서론: 과학적 발견의 자동화와 에이전트 워크플로우의 필요성

과학적 발견(Scientific Discovery)의 과정은 역사적으로 인간의 직관과 반복적인 실험, 그리고 방대한 문헌 조사를 통한 지식의 확장에 의존해 왔습니다. 그러나 최근 대규모 언어 모델(Large Language Models, LLM)과 에이전트 기반 인공지능(Agentic AI)의 비약적인 발전은 연구의 전 주기를 자동화할 수 있는 새로운 가능성을 열었습니다. 본 보고서는 사용자로부터 가설이나 질문을 입력받아, 기존 학술 자료를 바탕으로 독창성을 판단하고, 가상 실험을 수행하며, 최종적으로 논문을 작성하는 'AI 과학자(AI Scientist)' 시스템의 구현 방안을 상세히 기술합니다.1

특히 본 시스템은 사용자의 입력이 단순한 '질문'인지 검증이 필요한 '가설'인지에 따라 분기되는 동적 워크플로우를 채택하며, 가설 검증을 위해 서로 다른 세 가지 접근 방식을 제안하고 사용자가 이를 선택하게 함으로써 인간-AI 협업(Human-AI Collaboration)을 극대화하도록 설계되었습니다. 이는 단순히 텍스트를 생성하는 것을 넘어, 코드 실행(Code Execution), 문헌 기반의 논리적 추론, 그리고 데이터 시뮬레이션을 포함한 실질적인 연구 행위를 수행하는 시스템입니다.3

본 보고서는 시스템의 전체 아키텍처를 설계하고, 핵심 모듈인 독창성 판단 엔진, 실험 설계 및 실행 모듈, 그리고 결과 저장 및 논문 생성 파이프라인을 기술적인 깊이를 담아 제안합니다. 또한, 각 단계에서 발생할 수 있는 환각(Hallucination) 문제를 최소화하고 연구의 신뢰성을 확보하기 위한 검증 메커니즘과 데이터베이스 스키마 설계까지 포괄적으로 다룹니다.

## 2. 시스템 매크로 아키텍처 및 사용자 인터랙션 흐름

전체 시스템은 **사용자 인터페이스(UI) 레이어**, **오케스트레이터(Orchestrator) 에이전트**, **전문가 에이전트 풀(Pool)**, **지식 및 데이터 레이어**, 그리고 \*\*실행 샌드박스(Execution Sandbox)\*\*로 구성됩니다. 이 구조는 확장성과 모듈성을 보장하며, 복잡한 연구 과제를 관리 가능한 단위 작업으로 분해하여 처리합니다.5

### 2.1 사용자 의도 파악 및 분기 처리 (Intent Classification)

시스템의 진입점에서는 사용자의 입력이 단순한 정보 검색을 위한 '질문(Question)'인지, 새로운 과학적 사실을 입증하려는 '가설(Hypothesis)'인지를 구별하는 것이 필수적입니다. 이를 위해 자연어 이해(NLU) 모듈이 입력 텍스트의 언어적 특성과 요구 사항을 분석합니다.

* **질문 모드(Question Mode):** 사용자가 기존 지식에 대한 확인이나 설명을 요구할 때 활성화됩니다. 시스템은 즉시 RAG(Retrieval-Augmented Generation) 파이프라인을 가동하여 학술적 근거를 검색하고, 해당 아이디어의 존재 여부나 실현 가능성을 보고합니다. 이 결과는 '질문 DB'에 저장되어 향후 아이디어 뱅크로 활용됩니다.
* **가설 모드(Hypothesis Mode):** 사용자가 "만약 ~라면 ~일 것이다" 형태의 인과적 주장을 제시할 때 활성화됩니다. 이 경우 시스템은 더욱 복잡한 '독창성 판단' 프로세스를 시작하며, 기존 논문과의 유사성을 검토한 후, 실험을 통한 검증 단계로 진입합니다.

### 2.2 핵심 워크플로우 설계

사용자가 가설을 입력했을 때의 워크플로우는 다음과 같이 세분화됩니다.

1. **독창성 및 선행 연구 검증:** Semantic Scholar 또는 OpenAlex API를 활용하여 입력된 가설과 의미적으로 유사한 선행 연구를 검색합니다. 만약 동일한 연구가 존재한다면 이를 사용자에게 알리고 프로세스를 종료하거나 수정을 제안합니다.7
2. **접근 방식(Approach) 제안:** 가설이 독창적이라고 판단되면, 시스템은 이를 검증하기 위한 3가지 서로 다른 실험적 접근 방식(예: 전산 시뮬레이션, 통계적 메타 분석, 이론적 모델링)을 생성하여 사용자에게 제시합니다.9
3. **가상 실험(Virtual Experiment) 수행:** 사용자가 선택한 접근 방식에 따라 에이전트는 Python 코드를 작성하거나, 논리적 추론 체인을 형성하여 가상의 실험을 수행합니다. 이 과정은 Docker 컨테이너와 같은 격리된 환경에서 이루어집니다.11
4. **결과 리포팅 및 DB 축적:** 실험의 성공/실패 여부, 생성된 데이터, 로그, 중간 분석 결과가 구조화된 형태(JSON)로 데이터베이스에 저장됩니다. 사용자는 도메인별, 시간순으로 정렬된 결과를 열람하고 수정할 수 있습니다.13
5. **논문 생성(Paper Generation):** 사용자가 축적된 실험 결과 중 특정 항목들을 선택하면, 시스템은 이를 종합하여 서론, 방법론, 결과, 고찰을 포함한 완전한 형태의 학술 논문을 작성합니다.14

## 3. 독창성 판단 엔진: RAG 기반의 차별성 평가

과학적 발견의 핵심은 기존 지식과의 차별성, 즉 '독창성(Novelty)'에 있습니다. 본 시스템은 단순한 키워드 매칭을 넘어선 심층적인 독창성 판단 알고리즘을 구현합니다.

### 3.1 상대적 이웃 밀도(Relative Neighbor Density, RND) 기반 평가

기존의 코사인 유사도(Cosine Similarity) 방식은 특정 가설이 기존 문헌과 얼마나 '비슷한가'만 측정할 뿐, 해당 연구 분야의 밀집도를 고려하지 못하는 한계가 있습니다. 이를 극복하기 위해 **상대적 이웃 밀도(RND)** 알고리즘을 도입합니다.16

* **원리:** 가설을 고차원 벡터 공간에 임베딩한 후, 주변에 위치한 기존 논문들의 밀도를 계산합니다. 만약 가설이 기존 연구들이 밀집된 클러스터(Dense Cluster) 내부에 위치한다면 독창성이 낮다고 판단합니다. 반면, 연구가 희소한 영역(Sparse Region)에 위치하면서도 논리적 타당성을 유지한다면 높은 독창성 점수를 부여합니다.
* **구현:** OpenAI의 text-embedding-3-large 또는 과학 기술 특화 임베딩 모델(SciBERT 등)을 사용하여 가설과 검색된 상위 $k$개의 논문 초록을 벡터화합니다. 이후, 가설 벡터와 이웃 벡터들 간의 거리 분포를 분석하여 '독창성 스코어'를 산출합니다.

### 3.2 지식 그래프(Knowledge Graph)를 이용한 갭 분석

단순한 텍스트 유사성을 넘어 개념 간의 관계를 파악하기 위해 지식 그래프를 활용합니다. 시스템은 가설에 포함된 핵심 엔티티(예: '단백질 X', '질병 Y', '알고리즘 Z')를 추출하고, 학술 지식 그래프상에서 이들 사이의 연결 경로를 탐색합니다.17

* **링크 예측(Link Prediction):** 그래프상에서 직접적인 연결(Edge)이 없는 두 개념을 연결하는 가설은 독창적일 가능성이 높습니다. 시스템은 경로 탐색을 통해 기존에 보고된 적 없는 메커니즘이나 상관관계를 제안하는지 검증합니다.
* **SciSpace 및 Semantic Scholar 연동:** API를 통해 실시간으로 최신 논문 데이터를 조회하여, 가설과 정확히 일치하는 선행 연구가 있는지 '침해 분석(Infringement Analysis)' 수준의 정밀 검사를 수행합니다.19

## 4. 가설 검증을 위한 3가지 접근 방식 제안

시스템은 사용자가 입력한 가설의 성격과 도메인에 따라, 이를 검증할 수 있는 최적의 접근 방식 3가지를 생성합니다. 이는 사용자가 연구의 방향성을 결정하는 데 중요한 역할을 하며, 각 방식은 서로 다른 방법론적 깊이와 자원을 요구합니다.

### 4.1 접근 방식 A: 코드 기반 자율 시뮬레이션 (The In-Silico Computational Approach)

이 방식은 가설을 검증하기 위해 실제 실행 가능한 코드를 생성하고 시뮬레이션을 돌리는 가장 적극적인 형태의 검증입니다. 주로 전산학, 데이터 과학, 시스템 생물학 등의 분야에 적합합니다.11

* **워크플로우:**
  1. 에이전트가 가설을 검증하기 위한 알고리즘이나 수학적 모델을 Python 코드로 작성합니다.
  2. **E2B** 또는 **Docker** 샌드박스 환경에서 코드를 실행합니다. 이때 필요한 라이브러리(PyTorch, NumPy, Scikit-learn 등)를 동적으로 설치합니다.
  3. 합성 데이터(Synthetic Data)를 생성하거나 공개 데이터셋을 다운로드하여 모델을 학습 또는 테스트합니다.
  4. 실행 결과(정확도, 수렴 속도, p-value 등)와 시각화된 그래프를 결과 보고서로 출력합니다.
* **장점:** 정량적인 데이터와 재현 가능한 코드를 제공하므로 결과의 신뢰도가 높습니다.
* **구현 기술:** LangChain의 Code Interpreter 도구, Jupyter Kernel 실행 환경, E2B Sandboxing API.12

### 4.2 접근 방식 B: 문헌 기반 논리적 합성 및 메타 분석 (The Literature Synthesis Approach)

실험 데이터가 없거나 코드 실행이 불가능한 인문사회과학, 이론 물리학, 의학 리뷰 등의 분야에서 유용한 방식입니다. 기존 문헌들의 파편화된 증거를 수집하고 논리적으로 연결하여 가설을 지지하거나 반박합니다.23

* **워크플로우:**
  1. 가설과 관련된 수백 편의 논문을 검색하고, 'Tree of Thoughts' 프롬프팅을 통해 논리적 구조를 수립합니다.25
  2. 각 논문에서 핵심 결과(Experimental Results)와 결론을 추출하여 비교 테이블을 생성합니다.
  3. 상충되는 주장들을 대조(Contrastive Analysis)하고, 가설이 이러한 모순을 어떻게 해결할 수 있는지 논리적으로 서술합니다.
  4. 다중 문서 요약(Multi-document Summarization) 기술을 적용하여 기존 연구들의 합의점과 한계점을 도출하고, 이를 바탕으로 가설의 타당성을 평가합니다.
* **장점:** 방대한 지식을 종합하여 새로운 통찰을 제공하며, 물리적 실험 없이도 높은 수준의 이론적 검증이 가능합니다.

### 4.3 접근 방식 C: 데이터 기반 확률적 예측 모델링 (The Probabilistic Predictive Approach)

이는 실제 실험을 수행하는 대신, LLM이 가진 방대한 지식과 추론 능력을 활용하여 실험 결과를 '예측'하는 방식입니다. 특히 사회과학 설문조사 시뮬레이션이나 경제학적 행동 모델링에 유효합니다.27

* **워크플로우:**
  1. 가설 검증을 위한 가상의 피실험자(Persona) 집단을 생성합니다 (예: "30대 미국 거주 IT 종사자 100명").
  2. LLM에게 각 페르소나를 부여하고, 가설 상황에 대한 반응이나 의사결정을 시뮬레이션하도록 요청합니다(Generative Simulation).
  3. 수집된 시뮬레이션 데이터를 통계적으로 분석하여 가설의 지지 여부를 판단합니다.
  4. 이 과정에서 LLM의 편향을 보정하기 위해 다양한 프롬프트 변형(DiVeRSe Prompting)을 사용하여 결과의 강건성(Robustness)을 확보합니다.29
* **장점:** 비용과 시간이 많이 소요되는 인간 대상 실험을 예비적으로 수행해볼 수 있으며, 다양한 시나리오(What-if analysis)를 빠르게 테스트할 수 있습니다.

## 5. 가상 실험 실행 및 결과 보고서 생성

사용자가 특정 접근 방식을 선택하면, 시스템은 \*\*자율 실험 에이전트(Autonomous Experiment Agent)\*\*를 가동합니다. 이 에이전트는 계획(Planning), 실행(Execution), 디버깅(Debugging), 분석(Analysis)의 순환 루프를 통해 실험을 완수합니다.4

### 5.1 실험 계획 및 코드 생성 (Planner & Coder)

'Planner' 에이전트는 실험의 목표를 단계별로 분해합니다(Task Decomposition). 예를 들어, "데이터 전처리 -> 모델 구현 -> 학습 -> 평가 -> 시각화"의 단계를 수립합니다. 이어 'Coder' 에이전트는 각 단계에 맞는 실행 가능한 코드를 생성합니다. 이때 LLM이 생성한 코드가 문법적으로 정확할 뿐만 아니라 논리적으로도 타당한지 검증하는 것이 중요합니다.

### 5.2 샌드박스 실행 및 자동 디버깅 (Executor & Debugger)

생성된 코드는 보안이 확보된 **E2B 샌드박스** 내에서 실행됩니다. 만약 실행 중 에러가 발생하면, 'Debugger' 에이전트가 에러 로그(Traceback)를 분석하여 코드를 수정하고 재실행합니다. 최근 연구에 따르면, 이러한 자율적 디버깅 루프는 실험 성공률을 비약적으로 높여줍니다.31 시스템은 최대 $N$번까지 재시도를 허용하며, 실패 시 사용자에게 수동 개입을 요청하거나 다른 접근 방식을 제안합니다.

### 5.3 결과 보고서 및 데이터베이스 저장

실험이 완료되면 'Analyst' 에이전트가 결과 데이터(CSV, JSON)와 이미지(PNG)를 분석하여 텍스트 형태의 보고서를 작성합니다. 이 보고서는 **실험의 목적, 방법, 주요 결과, 결론**으로 구성됩니다.

데이터베이스 저장 스키마 (PostgreSQL 예시):

데이터의 체계적인 관리를 위해 관계형 데이터베이스와 벡터 스토어를 결합한 하이브리드 스키마를 사용합니다.32

| **Table Name** | **Description** | **Key Columns** |
| --- | --- | --- |
| hypotheses | 사용자 가설 및 메타데이터 | id, user\_id, domain, content, novelty\_score, created\_at |
| experiments | 수행된 실험 정보 | id, hypothesis\_id, approach\_type, status, code\_snippet |
| results | 실험 결과 데이터 및 보고서 | id, experiment\_id, summary\_text, data\_json, image\_paths |
| qa\_logs | 질문 모드에서의 질의응답 | id, question, answer, embedding\_vector |

특히 results 테이블은 사용자가 나중에 논문을 작성할 때 선택할 수 있는 단위 블록이 되며, 도메인(domain)과 타임스탬프(created\_at)를 기준으로 인덱싱되어 빠른 정렬과 조회를 지원합니다.

## 6. 논문 생성 및 통합 (Paper Composition)

사용자가 DB에 축적된 실험 결과들 중 유의미한 것들을 선택하면, 'Writer' 에이전트가 이를 바탕으로 논문을 작성합니다. 이 과정은 단순한 나열이 아니라, 하나의 일관된 논리적 흐름(Narrative)을 갖추도록 설계됩니다.14

### 6.1 계층적 개요 작성 (Hierarchical Outlining)

먼저 선택된 실험 결과들을 종합하여 논문의 전체 개요를 작성합니다. 이때 **WriteHERE**와 같은 계층적 계획 기법을 사용하여 논문의 각 섹션(서론, 관련 연구, 방법론, 결과, 논의)에 들어갈 내용을 배치합니다. 실험 결과가 서로 상충되거나 부족한 부분이 있다면, 이를 '한계점(Limitations)' 섹션에 포함시키거나 추가 실험을 제안하는 문장을 생성합니다.34

### 6.2 섹션별 집필 및 인용 관리 (Drafting & Citation)

각 섹션은 해당 역할에 특화된 프롬프트를 통해 작성됩니다.

* **관련 연구(Related Work):** 독창성 판단 단계에서 수집된 선행 연구들을 요약하고, 본 연구와의 차별성을 강조하는 방식으로 기술합니다.
* **방법론(Methodology):** 실험 실행 단계에서 기록된 코드와 파라미터 설정을 자연어로 변환하여, 재현 가능할 정도로 상세하게 기술합니다.
* **결과(Results):** 생성된 그래프와 통계 수치를 캡션과 함께 배치하고, 이에 대한 해석을 덧붙입니다.

모든 주장은 \cite{} 포맷으로 인용 부호를 달아 BibTeX 데이터베이스와 연동되도록 하여 학술적 엄밀성을 보장합니다. 최종 결과물은 LaTeX 소스 코드 또는 PDF 형태로 렌더링되어 사용자에게 제공됩니다.

## 7. 구현을 위한 기술 스택 및 전략

성공적인 시스템 구현을 위해 다음과 같은 최신 기술 스택을 권장합니다.

* **LLM Orchestration:** **LangGraph** 또는 **CrewAI**. 순환적 흐름(Loop)과 상태 관리(State Management)가 필수적이므로, 단순한 Chain보다는 Graph 기반의 프레임워크가 적합합니다.35
* **LLM Model:** 추론과 코딩에는 **Claude 3.5 Sonnet**이나 **GPT-4o**와 같은 고성능 모델을 사용하고, 단순 요약이나 데이터 처리에는 **DeepSeek-V3**나 **Llama 3**와 같은 비용 효율적인 모델을 사용하는 하이브리드 전략을 취합니다.37
* **Knowledge Retrieval:** **Semantic Scholar API**와 **Tavily Search API**. 학술적 깊이와 최신 웹 정보의 폭을 동시에 커버하기 위함입니다.39
* **Execution Environment:** **E2B**. AI가 생성한 코드를 안전하고 빠르게 실행할 수 있는 클라우드 기반 샌드박스로, 장시간 실행되는 실험 세션을 안정적으로 지원합니다.12
* **Frontend:** **Streamlit** 또는 **React**. 사용자가 실험 진행 상황을 실시간으로 확인하고, 생성된 중간 결과물(차트, 텍스트)을 상호작용적으로 검토할 수 있는 인터페이스가 필요합니다.42

## 8. 결론 및 향후 전망

본 보고서에서 제안한 시스템은 연구자의 아이디어 발상부터 논문 작성까지의 전 과정을 AI가 보조하거나 주도하는 'Agentic Science'의 실체적 구현 방안입니다. 독창성 판단을 위한 RND 알고리즘, 도메인에 따른 3가지 실험 접근 방식, 그리고 샌드박스 기반의 실행 환경은 기존 LLM 서비스들이 제공하지 못했던 실질적인 '검증' 기능을 제공합니다.

이러한 시스템은 연구의 진입 장벽을 낮추고, 반복적이고 소모적인 실험 설계 및 코딩 작업에서 연구자를 해방시킬 것입니다. 나아가, 축적된 실험 데이터와 가설들이 상호 연결되면서 시스템 자체가 스스로 새로운 연구 주제를 발굴하고 진화하는 '자기 진화형 AI 과학자(Self-Evolving AI Scientist)'로 발전할 잠재력을 가지고 있습니다.43 다만, AI가 생성한 결과물의 윤리적 책임과 환각으로 인한 오류 가능성에 대해서는 인간 연구자의 최종 검토와 엄격한 검증 프로세스가 반드시 수반되어야 할 것입니다.
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